Chane 1:

In the model description, add one sentence to section starting on p. 87:

Appendix I.1 Proponent B, OPTICOM

PEVQ is a very robust model which is designed to predict the effects of transmission impairments on the video quality as perceived by a human subject. Its main targets are mobile applications and IPTV. PEVQ is built on PVQM, a TV quality measure developed by John Beerends and Andries Hekstra from KPN. The key features of PEVQ are:

•
(fast and reliable) temporal alignment of the input sequences based on multi dimensional feature correlation analysis with limits that reach far beyond those tested by VQEG, especially with regard to the amount of time clipping, frame freezing and frame skipping which can be handled.

•
Full frame spatial alignment

•
Color alignment algorithm based on cumulative histograms

•
Enhanced framerate estimation and rating

•
Detection and perceptually correct weighting of frame freezes and frame skips.

•
Only four indicators are used to detect the video quality. Those indicators operate in different domains (temporal, spatial, chrominance) and are motivated by the Human Visual System. Perceptual masking properties of the HVS are modelled at several stages of the algorithm. These indicators are integrated using a sophisticated spatial and temporal integration algorithm.

In its first stage the algorithm all the alignment steps are performed and information frozen or skipped frames is collected. In the second step the now synchronized and equalized images are compared for visual differences in the luminance as well as in the chrominance domain, taking masking effects and motion into account. This results in a set of indicators which all describe certain quality aspects. The last step is finally the integration of the indicators by non-linear functions in order to derive the final MOS. 

Due to the low number of indicators and the resulting low degree of freedom the model can hardly be over trained and is very robust. PEVQ can be efficiently implemented without sacrificing the prediction accuracy and is already widely used in the market. Due to the efficient design of the model, realtime performance can be achieved on a fast 3GHz PC. 

Change 2:

In the proponents comments section starting on p. 220, replace the the first section:

Appendix I.2 OPTICOM

Data Analysis Performed by OPTICOM

----- Delete this Section ---------------

1 General Remarks on the Data Analysis

OPTICOM believes that the entire test has been performed in a fair and professional manner. It proved to be wise that most decisions related to the evaluation of the test were taken before the models were submitted. OPTICOM is convinced that changing some of these decisions after the model submission would be an unfair bias of the test. One such decision was to include the common data set in all experiments and to evaluate it for all experiments and models. Certainly this may panellize a model if it has difficulties with one sequence from the common set, but the same risk exists for all models. Also, one must consider that the same data were also included in all subjective tests. Other decisions that fall into this category would be to compare the FR and RR models to the MOS instead of the DMOS. It was decided to train the models against DMOS and if a model by chance predicts the MOS values with higher accuracy, this should be disregarded. 

----- Start of New Section ------------- 

2 Interpretation of the Official Data Analysis

The ranking analysis of the ILGs shows that there is no single winner for any of the resolutions as far as the top performance is concerned. In the ranking analysis the differences in the occurrence at rank 1 must be larger than 3 in order to be significant. In that analysis, the OPTICOM model is always in the group of the overall top performing models, but it is never the only model in this group. Since all the top models do not differ with statistical significance, they must be considered as equally good. 
One important difference between the models can however be revealed by looking at the worst case performance. The worst case performance indicates the maximum outliers which a model may produce in practice.  As Table 1 shows, the OPTICOM model clearly outperforms all others with regard to the minimum correlation.

	
	Psy_FR
	Opt_FR
	Yon_FR
	NTT_FR

	Minimum R
	0.565
	0.685
	0.587
	0.598


Table 1, Minimum correlation of all FR models for all resolutions

Another frequently used metric is the average of the correlations, the RMSE values and the outlier ratios across all experiments. This overview is given for the correlations in Table 2 (for RMSE and Outlier ratios see section 9). It can be seen that the OPTICOM model performs better than all other models in all three metrics for VGA and QCIF resolutions.
	Model
	Psy_FR
	Opt_FR
	Yon_FR
	NTT_FR
	PSNR_DMOS

	VGA
	0.822
	0.825
	0.805
	0.786
	0.713

	CIF
	0.836
	0.808
	0.785
	0.777
	0.656

	QCIF
	0.830
	0.841
	0.756
	0.819
	0.662


Table 2, Average correlations of all FR models at all resolutions

----- End of New Section ------------- 

3 Alternative Data Aggregation Based on Ranking Calculation

The VQEG Multimedia testplan specifies three metrics for the statistical analysis of the benchmark results, namely the Pearson Correlation, the RMSE and the Outlier Ratio. For all three metrics the 95% confidence intervals as well as significance tests are specified. The testplan also specifies that priority is given to the correlation and not to the RMSE, the outlier ratio is not mentioned in this context (MM Testplan V1.19, chapter 8.3.2) and the fitting process as described in the testplan does not take it into account at all. When it comes to aggregating the data from the different experiments, the testplan only mentions the average values of the correlations, RMSE and OR values across all experiments. While this is a simple procedure, it has the drawback that the confidence intervals and significance tests are not taken into account. The alternative aggregation method described here is based on the above metrics and uses significance tests to calculate the ranking between the models for individual experiments. A method to estimate the ranking across all experiments is proposed as well. The following chapters describe the method and the results obtained by applying it to the VQEG MM test results.

Limitations of the Alternative Aggregation Method

We do not see any limitations as far as calculating the top rank for each individual experiment is concerned, since the procedure is strictly based on statistically sound metrics described in the VQEG MM testplan and uses the priority between the metrics as defined by VQEG (that the OR should have the least priority was implied since it is not mentioned in the testplan). The distinction between ranks two and below should however take the multiple comparisons involved into account, which is not the case here. Since ranks below two are rare for the tested models, this simplification seems acceptable.

Nevertheless, the aggregation of the ranks by summing them up should not be seen as the ultimate truth for the following reasons:

· Similar as for the averaged correlations etc., there is no confidence interval known for the rank sum. In contrast to the averages of the plain metrics however, the proposed method takes the confidence intervals of the underlying metrics into account when calculating the ranks for the individual experiments.

· If model A and B differ in only one experiment, this should not be over weighted since it might be by chance and if more or slightly different experiments were conducted, the situation could be vice versa.

· If  model A occupies rank three in one experiment and B is twice on rank two, and both models occupy the same rank otherwise, their rank sum would be the same and we don’t know of any method to decide which model is better in this case.

· Due to the involved “Fisher’s z transformation” and its non-linearity, the significance test for the correlations is very tolerant if the correlations are low and very strict if the correlations are high. This may lead to false impressions for experiments where a model has correlations below 0.8. Nevertheless, the decision is statistically correct.
· Due to the large confidence intervals we consider the method of limited use if the correlations of the two compared models are low (<0.75)

· Due to the statistically small number of samples (152 for the FR models) each individual outlier contributes 0.0065 to the OR. This is a fairly coarse quantisation. 

· If all models in question have a rank sum which is noticeable higher than the optimum rank sum would be, the meaning of the ranking becomes less significant. This is an indication that all models fail from time to time, or that they simply swap ranks between different experiments.

· The tests involve comparisons to hard thresholds. This may lead to a different ranking between two models due to round off errors.

Due to these uncertainties we propose to see two models as performing equally good if their rank sum does not differ by more than three. If this is sufficiently large can be discussed, but smaller values make certainly no sense.

We do not claim that the rank sum represents the optimum procedure to identify the overall ranking, but it can give valuable additional evidence for a certain ranking. In any case it should not be seen isolated. Furthermore additional aggregated parameters like average correlations etc. should be taken into account as well. 

Results from the Ranking Procedure

This analysis has been performed for the FR models only. The results are shown in Table 1 to Table 3. 

	
	PSNR
	Psytechnics_FR
	OPTICOM_FR
	Yonsei_FR
	NTT

	Sum
	33
	18
	20
	21
	25

	Top Rank Count
	0
	9
	7
	6
	4


Table 3, Ranking of the FR models for all VGA experiments
	
	PSNR
	Psytechnics_FR
	OPTICOM_FR
	Yonsei_FR
	NTT

	Sum
	36
	15
	18
	21
	24

	Top Rank Count
	0
	13
	10
	9
	6


Table 4, Ranking of the FR models for all CIF experiments
	
	PSNR
	Psytechnics_FR
	OPTICOM_FR
	Yonsei_FR
	NTT

	Sum
	39
	17
	19
	32
	23

	Top Rank Count
	1
	11
	9
	1
	6


Table 5, Ranking of the FR models for all QCIF experiments
Discussion of the Ranking Results

The best models according to this method would be:

· VGA:
OPTICOM plus two other models

· CIF: 
OPTICOM plus one other model
· QCIF:
OPTICOM plus one other model
These results are very similar to those based on analysing the average correlations by human reason. The overall ranking remains the same independent of whether the rank sum is calculated or whether it is counted how often a model occupies the top rank.

4 Special Remarks to the OPTICOM Model

The OPTICOM model showed excellent performance and very few outliers. Due to the preparation of this report and the ongoing data analysis very little time remained for a detailed investigation of individual outliers. Nevertheless, many could be fixed already by simple modifications. The fixed model performs better than 0.8 correlation for all individual VGA experiments, although the degree of freedom for this improved version is lower than it was for the submitted version since one more or less unused internal indicator has been removed. The processing requirements of this improved version are also lower.
